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1. Introduction

Cross-linked polymers represent a broad and very important class of materials. Much interest in cross-linked polymers (polymer networks) is raised because they are widely used for numerous technical applications. Whereas the statistical properties of cross-linked polymer systems have been studied thoroughly, the processes determining their dynamic properties are not yet completely understood in polymer physics in comparison to those of polymer solutions or melts. This is mainly due to a complex character of physical phenomena manifested in polymer networks and to a great number of factors which influence dynamic properties of cross-linked polymer systems.

Polymer networks represent polymers in which the macromolecules are connected to each other by means of chemical cross-links and form an unified spatial structure. The fundamental feature of cross-linked polymers is that their relaxation properties are determined not only by the behavior of individual polymer chains but also by the collective long-scale relaxation of network chains. These collective interchain relaxation processes having characteristic scales greater than the average length of chains between cross-links arise from a strong connectivity between all chains in a network. As a result of the connectivity between chains, it is impossible to separate the dynamic behavior of a given chain from those of other chains in contrast to polymer melts and solutions.
Real cross-linked polymers represent the three-dimensional network structures as a rule. However, it is very interesting to consider some special case of a polymer network with restricted geometry, namely, the polymer network with a two-dimensional connectivity. Such a polymer network may be realized, for example, in polymer films, on the surfaces of polymer samples, etc. Furthermore, the consideration of two-dimensional polymer networks is of special interest from the point of view of the general theory of polymer networks because the influence of chain connectivity on dynamic properties of two-dimensional polymer networks is expected to be weaker as compared to the three-dimensional case. In this series of papers we consider the relaxation properties of polymer networks having a two-dimensional connectivity. In general, different dynamic models of polymer networks with such a type of connectivity may be considered. For example, the dynamics of a two-dimensional network on the plane may be studied. In this paper we shall focus on the mesh-like polymer network having a two-dimensional connectivity in the three-dimensional Cartesian space. This dynamic network model may be visually imaged as a fishing net in water. Moreover, the regular polymer network is considered. This means that all network chains have identical contour lengths, and the average positions of junctions form the regular network structure consisting of square cells if the network were to be stretched on the plane.

The equilibrium properties of a square planar network have been studied previously by Ronka and Allegra. They have considered the simplified coarse-grained model of a two-dimensional square network in which a long flexible chain between neighboring network junctions is modeled by a single Gaussian spring. It has been shown that the mean-square radius of gyration of the network having a two-dimensional connectivity, increases logarithmically with the total number of chains in the network. This is in contrast to the three-dimensional Gaussian networks in which the analogous equilibrium quantity does not depend on the total number of network chains.

The dynamic behavior of two-dimensional square networks consisting of “bead and spring” Rouse chains has been considered by Chompp and Duißer. The mechanical spectrum of relaxation times $\tau$ of a two-dimensional polymer network has been obtained. It has been shown that the relaxation spectrum of a square regular network has usual Rousean behavior $1/\sqrt{\tau}$ in the region of intra-chain relaxation (i.e. at times smaller than the maximum relaxation time of a chain between cross-links) and behaves as $1/\tau$ in the region of interchain collective relaxation. Note that the behavior of the interchain part of the relaxation spectrum of a two-dimensional polymer network differs from that of three-dimensional networks in which the interchain long-time tail of relaxation spectrum behaves as $1/\tau^{3/2}$ (see, for example, refs. [13–7]).

The main aim of this series of papers is to study in detail the local dynamic characteristics of junctions and non-junction chain segments of the polymer network with a two-dimensional connectivity. These important local characteristics were not considered so far and may be manifested in dielectric relaxation, dynamic modulus of cross-linked polymers, incoherent dynamic scattering, NMR, etc. Furthermore, the theoretical results of this work may be directly compared with data of recent computer simulation of regular two-dimensional networks.

The paper is organized as follows. The two-dimensional regular network consisting of multisectional Gaussian chains and the simplified coarse-grained network model describing only the large-scale collective relaxation of a network are considered. For both dynamic network models the set of relaxation times will be obtained. Furthermore, we shall construct the transformation from Cartesian coordinates of network elements to normal coordinates (normal modes) for both network models. The exact analytical expressions for various local dynamic characteristics of regular polymer networks having a two-dimensional connectivity will be obtained in a following paper of this series using the normal mode transformation constructed.

2. Two-dimensional polymer network consisting of multisectional Gaussian chains

2.1. Dynamic model of a network

The two-dimensional polymer network consisting of multisectional Gaussian chains is considered. Such a type of network system represents the two-dimensional analog of a cubic Gaussian network considered previously. It should be especially emphasized that the network considered represents a two-dimensional structure only in the sense of connectivity of network chains, i.e. we consider the dynamics of a two-dimensional Gaussian network in the three-dimensional Cartesian space (“fishing net in water”). We study the dynamics of mesh-like network model, and the average positions of network junctions form the regular spatial structure consisting of square cells. An elementary cell (or, a repeating unit) of the square regular network consists of a junction and two ”bead and spring” Rouse chains (Fig. 1). A phantom Gaussian network is considered, the excluded volume interactions and entanglement effects are neglected.

Each Rouse chain between cross-links contains $n$ beads and, correspondingly, $(n + 1)$ subchains connecting them. All subchains have identical contour lengths and act as springs with the elasticity constant $K$. The dynamic behavior of the Gaussian network, moving relative to effective viscous medium under stochastic Brownian forces, is studied. The friction constants of a network
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of \( N \) junctions (cross-links) along each network direction, i.e. the indices \( \alpha \) and \( \beta \) change from 1 to \( N \). Therefore, the total number of network cells is equal to \( N^2 \).
The X coordinates of a network junction and a non-junction bead are denoted as \( X_0(\Omega; t) \) and \( X_p(\Omega; j; t) \), respectively. Here index \( p \) means the number of multisegmental Gaussian chains in the network cell \( \Omega = (\alpha, \beta) \) (i.e. \( p = 1; 2 \) for square network) and index \( j = 1...n \) means the position of a non-junction bead along the network chain between neighboring junctions (\( j = 0 \) and \( j = n + 1 \) in the case of a network junction).
The equation of motion of a non-junction bead of the network chain has the following form:

\[
\xi_0 \frac{d}{dt} X_p(\Omega; j; t) + K_0 [2X_p(\Omega; j; t) - X_p(\Omega; j + 1; t) - X_p(\Omega; j - 1; t)] = F_{\text{in}}
\]

where \( F_{\text{in}} \) is the stochastic Brownian force (see, for example, ref.\textsuperscript{[11]}). The equations of motions for non-junction beads of a two-dimensional network have the same form as those of a three-dimensional cubic network.\textsuperscript{[7]} The difference between two- and three-dimensional polymer networks consisting of “bead and spring” Rouse chains is manifested only in the equations of motion of network junctions. The network junction of a two-dimensional square network is connected by subchains to four neighboring non-junction beads in contrast to the cubic network in which the junction is connected to six non-junction beads. The corresponding equation of motion of a junction of the network with a two-dimensional connectivity is given by:

\[
\xi_0 \frac{d}{dt} X_0(\alpha, \beta; t) + K_0 [4X_0(\alpha, \beta; t) - X_1(\alpha - 1, \beta; t) - X_1(\alpha, \beta; t) - X_2(\alpha, \beta - 1; t) - X_2(\alpha, \beta; t)] = F_{\text{in}}
\]

The main aim of this series of papers is to study the local dynamic characteristics of a two-dimensional polymer network, which depend slightly on the boundary conditions of the macroscopic network as a whole. In the consideration of analogous local characteristics of a three-dimensional polymer network, the periodic boundary conditions have been used.\textsuperscript{[7]} Moreover, the same boundary conditions have been also used in recent computer simulations of two-dimensional polymer networks.\textsuperscript{[8, 9]} Therefore, the square network system with periodic boundary conditions will be considered in this paper. These boundary conditions mean that

\[
X_i(0, \beta; n; t) = X_i(N, \beta; n; t)
\]

\[
X_i(\alpha, 0; n; t) = X_i(\alpha, N; n; t)
\]

As it will be shown below, the use of the periodic boundary conditions allows us to obtain the exact analytical solution for a given mechanical system at the arbitrary numbers of network junctions \( N \) and non-junction beads \( n \) in a network chains between cross-links.

### 2.2. Normal modes and relaxation times

In order to obtain the analytical expressions for various dynamic characteristics of a two-dimensional Gaussian network, it is necessary to solve the equations of motion of network elements (Eq. (1) and (2)). We shall use the normal mode treatment (see, for example, ref.\textsuperscript{[6, 7, 11]}). The general form of transformation from Cartesian coordinates \( X \) of network elements to normal coordinates \( Q \) (normal modes) has the following form:

\[
X_p(\alpha, \beta; j; t) = \sum_{\theta_1 \theta_2} \sum_{\nu} \exp(iu \theta_1) \exp(i \nu \theta_2) \\
\times (A_p \sin j \nu + B_p \cos j \nu) Q(\theta_1, \theta_2; \nu; t)
\]

\[
X_0(\alpha, \beta; t) = \sum_{\theta_1 \theta_2} \sum_{\nu} \exp(iu \theta_1) \exp(i \nu \theta_2) \\
\cdot B_0 \cdot Q(\theta_1, \theta_2; \nu; t)
\]

Here \( \vec{\theta} = (\theta_1, \theta_2) \) is the interchain wave vector determining the phase shift between displacements of neighboring network cells for a given normal mode. The interchain wave vector of square polymer network is the two-

Fig. 1. An elementary cell of a two-dimensional square network consisting of multisegmental “bead and spring” chains
component quantity in contrast to the cubic Gaussian network where wave vector \( \hat{\theta} \) has three components \(^4\, ^7\). The intrachain wave vector \( \psi \) determines the phase shift between neighboring non-junction beads along the network chain. Note that the coefficients \( A_1, A_2, B_0, B_1, \) and \( B_2 \) may depend on wave vectors \( \psi \) and \( \hat{\theta} \).

Substituting the normal mode transformation (Eq. (4a)) into the equations of motion of non-junction beads (Eq. (1)) one can obtains the equations of motion of normal modes \( Q \)

\[
\frac{d}{dt} Q(t) + K_0 2(1 - \cos \psi) Q(t) = F_{\text{Br}}(Q)
\]  

where \( F_{\text{Br}} \) is the stochastic Brownian force \(^{11}\). The time dependence of each normal mode has the simple form \( Q(t) = Q(0) \exp[-\tau t] \) where \( \tau \) is the relaxation time of a given normal mode. The equations of motion of normal modes without stochastic Brownian forces \( F_{\text{Br}} \) give the set of relaxation times of a two-dimensional Gaussian network

\[
\tau(\psi) = \frac{\tau_0}{K_0 2(1 - \cos \psi)}
\]  

Note that the expression for relaxation times of a two-dimensional network in the formal sense has a similar form to that for a single chain. \(^{10, 11}\) However, in the case of a network the intrachain wave vector \( \psi \) has a rather complicated structure and depends on the intrachain wave vector \( \hat{\theta} \). Using the periodic boundary conditions (Eq. (3)) and the normal mode transformation (Eq. (4a)) one can obtain the components of intrachain wave vector \( \hat{\theta} = (\theta_1, \theta_2) \)

\[
\theta_{1,2} = \frac{2\pi}{N} S_{1,2}; \quad S_{1,2} = 0, ..., N - 1;
\]  

where \( N \) is the number of network junctions along the given network direction.

In order to obtain the intrachain wave vector \( \psi \) and, therefore, the relaxation times of a two-dimensional Gaussian network, it is necessary to combine the equation of motion of a network junction (Eq. (2)) and the additional boundary conditions in the network junctions, namely,

\[
X_0(a, \beta; t) = X_1(a - 1, \beta; n + 1; t)
\]  

\[
X_0(a, \beta; t) = X_2(a, \beta - 1; n + 1; t)
\]

\[
X_0(a, \beta; t) = X_1(a, \beta; 0; t)
\]

\[
X_0(a, \beta; t) = X_2(a, \beta; 0; t)
\]

The exact analytical solution for a given two-dimensional mechanical system becomes possible if the friction constant of a network junction is two times greater than that of a non-junction bead

\[
\tau_0 = 2\tau_0
\]

This condition corresponds to the superposition of non-junction beads (with friction constant \( \omega_0 \)) of two intersecting multisegmental chains in the network junction. In this case the equation of motion of a network junction (Eq. (2)) may be presented in the formal sense as the sum of two equations of motion of non-junction beads (Eq. (1)). In other cases, i.e. if Eq. (9) is not fulfilled, the solution may be obtained using numerical calculations. Note that the rigorous analytical solution for a three-dimensional network exists if \( \tau_{\text{sum}} = 3\tau_0 \) (see ref.\(^{14, 7}\)). The combination of Eq. (2), (8), and (9) gives two different sets of wave vectors \( \psi \) (compare with Eq. (9) and (10) in ref.\(^{7}\) for a three-dimensional polymer network)

\[
\cos(n + 1)\psi_1 = \frac{1}{2} (\cos \theta_1 + \cos \theta_2)
\]

\[
\sin(n + 1)\psi_2 = 0
\]

Therefore, the intrachain wave vector \( \psi \) of a two-dimensional polymer network has the following structure

\[
\psi_1 = \frac{2\pi}{n + 1} l \pm \frac{1}{n + 1} \arccos \frac{1}{2} (\cos \theta_1 + \cos \theta_2); \quad l = 0 \ldots n/2
\]

\[
\psi_2 = \frac{\pi}{n + 1} k; \quad k = 1 \ldots n
\]

In Eq. (12) sign + should be chosen at \( l = 0 \) and signs \( \pm \) at \( l \neq 0 \). Note that Eq. (12) is written for the case when the quantity \( n \) is an even number. It does not restrict the theory because one can consider the case of odd \( n \) as well.

It is seen that the total number of wave vectors \( \psi \) at a given value of intrachain wave vector \( \hat{\theta} = (\theta_1, \theta_2) \) is equal to the total number of degrees of freedom in a square network cell \( \Omega = (a, \beta) \), namely, is equal to \((2n + 1)\). Eq. (12) and (13) indicate the existence of two different branches of relaxation spectrum \( \tau(\psi_1) \) and \( \tau(\psi_2) \). The branch \( \tau(\psi_2) \) determined by wave vector \( \psi_2 \) (see Eq. (13)) does not depend on the phase shift \( \hat{\theta} \) between displacements of neighboring network cells and is very similar to the set of relaxation times of a single Rouse chain.\(^{10, 11}\) The main and more complicated branch of relaxation spectrum \( \tau(\psi_1) \) depends on the phase shift along the network chain \( 2\pi / (n + 1) \) and on the phase shift between network cells \( \hat{\theta} \) as well (see Eq. (12)). If \( l \) in Eq. (12) is equal to zero, the wave vector

\[
\psi_{\text{max}}(\theta_1, \theta_2) \equiv \psi_1(l = 0) = \frac{1}{n + 1} \arccos \frac{1}{2} (\cos \theta_1 + \cos \theta_2)
\]

and corresponding relaxation times \( \tau(\psi_{\text{max}}) \) do not depend on the motions of network chains inside of the cells of a
network and describe only the long-scale collective relaxation corresponding to the displacements of network cells. If \( l \neq 0 \) (see Eq. (12)) each relaxation time of a network chain \( \tau(\omega_l) \) splits into the band consisting of a great number of sublines due to the change of interchain wave vector \( \vec{Q} = (\theta_1, \theta_2, \ldots) \). Note that the broadening \( \Delta \omega_l(l) = \omega_{\alpha l} \) of interchain modes (and corresponding relaxation time) is smaller than the difference \( \omega(\omega_l(l + 1) - \omega(\omega_l(l))) \) between neighboring \( \omega_l(l) \) values at \( l \neq 0 \). This means that the bands corresponding to the broadened relaxation times of a network chain are not superposed.

A certain characteristic relaxation time \( \tau_{\text{chain}} \) exists in a network system, which separates the purely interchain motions with relaxation times \( \tau(\omega_{\alpha l}) \) and the small-scale intrachain motions with relaxation times \( \tau(\omega_1) \) at \( l \neq 0 \) and \( \tau(\omega_2) \), which are determined by the phase shift between neighboring beads along the network chain. This relaxation time \( \tau_{\text{chain}} \) represents the maximum relaxation time of a network chain as a whole. On the other hand, the quantity \( \tau_{\text{chain}} \) is equal to the minimum relaxation time of long-scale interchain motions corresponding to the displacements of network cells. To sum up, one can write

\[
\tau_{\text{chain}} = \tau(\omega_1)_{l=1}^{\infty} = \tau(\omega_2)_{l=1}^{\infty} = \tau(\omega_{\alpha l})_{l=1}^{\infty}
\]

Using Eq. (6), (12), and (13) one can obtain the characteristic relaxation time

\[
\tau_{\text{chain}} = \frac{4}{N^2}(n + 1)^2 \tau_0
\]

where \( n \) is the number of beads in a chain between cross-links and \( \tau_0 = \omega_0 / 4K_0 \) is the relaxation time of a Gaussian subchain or the minimum relaxation time of a two-dimensional network (see Eq. (6)) at \( \psi = \pi \).

In paper 2 of this series we shall use the transformation from Cartesian coordinates to normal modes to calculate local dynamic characteristics of a two-dimensional polymer network. For example, the autocorrelation functions \( \langle X(0)X(t) \rangle \) of the X projections of junctions and non-junction beads, which are manifested in mean-square displacements, may be presented using normal mode transformation as the sum of autocorrelation functions of normal modes \( \langle Q(0)Q(t) \rangle \) which relax according to the exponential law. In order to construct the normal mode transformation, five coefficients \( A_1, A_2, B_1, B_2, \) and \( B_2 \) in Eq. (4) must be obtained using the equations of motion of network junctions (Eq. (2)) and the boundary conditions in network junctions (Eq. (8)). The determination of the normal mode transformation is a rather complex and non-trivial problem. It is mostly caused by the fact that the two-dimensional network considered contains two types of “particles”: junctions and non-junction beads, which differ by their friction constants (see Eq. (9)). The detailed calculations are presented in Appendix. It should be noted that Eq. (2) and (8) give the expressions for normal mode transformation, which are accurate within the arbitrary numerical constants or the certain functions of wave vectors (see Appendix). To obtain the final expressions for the transformation from Cartesian coordinates of network elements to normal modes, it is necessary to use the additional conditions concerning the transformation of dissipation function and potential energy of a two-dimensional network. The normal mode transformation (Eq. (4)) should transform the dissipation function \( R(\Omega) \) of a square Gaussian network

\[
R(\Omega) = \frac{1}{2} \sum_{\Omega} \left[ 2\omega_0 \bar{X}_n^2(\Omega; t) + \sum_{j=1}^{N} \bar{X}_j^2(\Omega; j; t) \right]
\]

(17a)

to the diagonal form with equal weights of all normal modes, i.e.

\[
R(\Omega) = \frac{1}{2} \sum_{\Omega} \sum_{\nu} (1 - \cos \psi_{\nu}) \bar{Q} \bar{Q}^T \bar{Q}^T \psi_{\nu}; t
\]

(17b)

Moreover, in this transformation the potential energy of a network system

\[
U(\chi) = \frac{1}{2} K_0 \sum_{\Omega} \sum_{j=1}^{N} \left[ X_\nu(\Omega; j; t) - X_\nu(\Omega; j - 1; t) \right]^2
\]

(18a)

also should become a diagonal form

\[
U(\chi) = \frac{1}{2} K_0 \sum_{\Omega} \sum_{\nu} (1 - \cos \psi_{\nu}) \bar{Q} \bar{Q}^T \bar{Q} \psi_{\nu}; t
\]

(18b)

Finally, for the transformation of Cartesian coordinates of non-junction beads of the network chains between cross-links we obtain

\[
X_\nu(\chi; \psi_{\nu}; t) = \frac{1}{\sqrt{n + 1}} \sqrt{n + 1} \left[ \sum_{i=0}^{n} \exp[i(\alpha \theta_1 + \beta \theta_2)] \exp[i(\beta \theta_1 + \alpha \theta_2)] \sum_{\nu} \exp[i(\alpha \theta_1 + \beta \theta_2)] \exp[-i\theta_1] \right]
\]

\[
\times \frac{\exp[i(\beta \theta_1 + \alpha \theta_2)] \sin[n + 1 - j] \psi_{\nu}^2}{\sin(n + 1) \psi_{\nu}^2} Q_j(\theta_1, \theta_2; \psi_{\nu}; t)
\]

\[
+ \frac{1}{\sqrt{2}} \sum_{\psi_{\nu}} (\cos \psi_{\nu}^2 + \sin \psi_{\nu}^2) Q_j(0, 0; \psi_{\nu}; t)
\]

\[
- \sum_{\psi_{\nu}^2} \exp[i(\alpha \theta_1 + \beta \theta_2)] \frac{\sqrt{2f(\theta_1, \psi_{\nu}^2) \sin \psi_{\nu}^2}}{1 - \cos(n + 1) \psi_{\nu}^2 \exp(-i\theta_1)} Q_j(\theta_1, \theta_2; \psi_{\nu}^2; t)
\]

\[
\exp[-i\theta_2] Q_j(0, \theta_2; \psi_{\nu}^2; t) - \sum_{\nu} \sum_{\psi_{\nu}^2} \exp[i(\alpha \theta_1 + \beta \theta_2)]
\]

\[
\exp[-i\theta_2] \frac{\sqrt{2f(\theta_1, \psi_{\nu}^2) \sin \psi_{\nu}^2}}{1 - \cos(n + 1) \psi_{\nu}^2 \exp(-i\theta_1)} Q_j(\theta_1, \theta_2; \psi_{\nu}^2; t)
\]

\[
+ \sqrt{2} \sum_{\nu} \sum_{\psi_{\nu}^2} \exp[i(\beta \theta_2) \sin \psi_{\nu}^2 Q_j(0, \theta_2; \psi_{\nu}^2; t)
\]

\[
- \sum_{\psi_{\nu}^2} \sin \psi_{\nu}^2 Q_j(0, 0; \psi_{\nu}^2; t)
\]

(19a)
\[ X_r(a, \beta; j; t) = \frac{1}{\sqrt{n+1}} \left[ \frac{1}{\sqrt{2}} \sum_{\eta \neq (i,j)} \sum_{\nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \right. \\
\left. \times \exp(i \theta_2) \sin \psi_1 + \sin (n + 1 - j) \psi_1 \right] Q_i(\theta_1; \theta_2; \psi_1; t) \\
+ \frac{1}{\sqrt{2}} \sum_{\nu_1} (\cos j \psi_1 + \sin j \psi_1) Q_j(0, 0; \psi_1; t) \\
\left. + \sum_{\hat{\eta} \neq \nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \right] \\
\exp(-i \theta_2) Q_i(\theta_1; \theta_2; \psi_1; t) + \sum_{\nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \\
\exp(-i \theta_2) \frac{\sqrt{2} f(\theta; \psi^s_2)}{1 - \cos(n + 1)} \psi^s_2 \exp(-i \theta_2) Q_i(\theta_1; \theta_2; \psi_1; t) \\
+ \sqrt{2} \sum_{\hat{\eta} \neq \nu_1} \sum_{\nu_2} \exp[i(a \theta_1 + \beta \theta_2)] Q_i(0, 0; \psi^s_2; t) \\
+ \sum_{\nu_2} \sin j \psi^s_2 Q_j(0, 0; \psi^s_2; t) \right] \tag{19b} \]

Here \( n \) is the number of beads in the network chain between cross-links, \( \psi(\theta_1) \) is the wave vector corresponding to both the intra- and interchain relaxation processes (Eq. (10) and (12)). The wave vector \( \psi_2 \) (Eq. (11) and (13)), which is the purely intrachain quantity and does not depend on the phase shift \( \theta \) between network cells, is presented as two wave vectors:

\[ \cos(n + 1) \psi'_2 = -1 \quad \text{or} \quad \psi'_2 = \frac{\pi(2k - 1)}{n + 1} \tag{20a} \]

and

\[ \cos(n + 1) \psi''_2 = 1 \quad \text{or} \quad \psi''_2 = \frac{2\pi k}{n + 1} \tag{20b} \]

where \( k = 1...n/2 \). The function \( f(\theta; \psi_2) \) in Eq. (19) is determined as

\[ f(\theta; \psi_2) = \sqrt{\frac{2[1 - \cos(n + 1)] \cos \theta_1, \cos \theta_2]}{2 - (\cos \theta_1 + \cos \theta_2) \cos(n + 1)} \cos \psi_2 \tag{21} \]

One can see from Eq. (19) that the normal coordinates of a two-dimensional polymer network consisting of multisegmental Gaussian chains are separated into two sets \( Q_1 \) and \( Q_2 \) corresponding to different branches of the relaxation spectrum. Normal modes \( Q_1(\theta; \psi_1; t) \) correspond to the spectrum branch containing both the intra- and interchain relaxation processes. Normal modes \( Q_2(\theta; \psi_2; t) \) are determined by the purely intrachain branch of the relaxation spectrum, which corresponds to the relaxation of network chains with fixed ends. Note that the normal mode transformation for non-junction beads (Eq. (19)) has a rather complicated form because of the multiple degeneration of relaxation times \( \tau(\psi_2) \) of the purely intrachain branch of relaxation spectrum. The degeneration of each relaxation time \( \tau(\psi_2) \) is equal to the total number of network cells of a two-dimensional Gaussian network, i.e. is equal to \( N^2 \). In contrast to non-junction beads, the normal mode transformation for network junctions does not include the normal modes \( Q_j(\theta; \psi_j; t) \) determined by relaxation times similar to those of polymer chains with fixed ends and, therefore, has the more simple form (see Eq. (19) at \( j = 0 \))

\[ X_n(a, \beta; t) = \frac{1}{\sqrt{2(n + 1)}} \left[ \frac{1}{\sqrt{2}} \sum_{\eta \neq (i,j)} \sum_{\nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \right. \\
\left. \times \exp(i \theta_2) \sin \psi_1 + \sin(n + 1 - j) \psi_1 \right] Q_i(\theta_1; \theta_2; \psi_1; t) \\
+ \frac{1}{\sqrt{2}} \sum_{\nu_1} (\cos j \psi_1 + \sin j \psi_1) Q_j(0, 0; \psi_1; t) \\
\left. + \sum_{\hat{\eta} \neq \nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \right] \\
\exp(-i \theta_2) Q_i(\theta_1; \theta_2; \psi_1; t) + \sum_{\nu_1} \exp[i(a \theta_1 + \beta \theta_2)] \\
\exp(-i \theta_2) \frac{\sqrt{2} f(\theta; \psi^s_2)}{1 - \cos(n + 1)} \psi^s_2 \exp(-i \theta_2) Q_i(\theta_1; \theta_2; \psi_1; t) \\
+ \sqrt{2} \sum_{\hat{\eta} \neq \nu_1} \sum_{\nu_2} \exp[i(a \theta_1 + \beta \theta_2)] Q_i(0, 0; \psi^s_2; t) \\
+ \sum_{\nu_2} \sin j \psi^s_2 Q_j(0, 0; \psi^s_2; t) \right] \tag{22} \]

It should be noted that the transformation from Cartesian coordinates to normal modes (Eq. (19) and (22)) is orthogonal but is not normalized because it represents both the rotation of Cartesian axes (when the potential energy is transformed (Eq. (18))) and the scale stretching (when the dissipation function is transformed (Eq. (17))) simultaneously. This scale stretching is caused by the difference between friction constants of junctions \( S_{n_0} \) and non-junction beads \( S_0 \) (see Eq. (9) and (17)). In paper 2 of this series we shall use the normal mode transformation constructed to obtain the exact analytical expressions for various local dynamic characteristics of a two-dimensional regular network consisting of multisegmental Gaussian chains.

### 3. Simplified coarse-grained model of a two-dimensional polymer network

As emphasized in the previous Section, the dynamic behavior of the two-dimensional polymer network may be separated into intra- and interchain relaxation. A certain “boundary” relaxation time \( \tau_{\text{main}} \) of these two types of relaxation processes is the relaxation time of the network chain as a whole (see Eq. (16)). The interchain collective relaxation of a network may be described by means of a simplified coarse-grained network model in which the intrachain relaxation processes are not taken into consideration.\[^5_{-7,13}\] The coarse-grained model of a two-dimensional square network consists of junctions (beads) and springs connecting junctions into an unified regular network structure (Fig. 2). The elasticity constant \( K \) of a single spring between neighboring junctions corresponds to that of a multisegmental Gaussian chain between these junctions. All dissipation effects related to the friction of network chains with respect to effective viscous medium are described by the friction of network junctions. The friction constant \( \zeta \) of a network junction is determined by the friction of chain halves directly attached to a given junction. Thus, this simplified coarse-
A coarse-grained model of a two-dimensional polymer network describes only the collective motions of network chains on scales greater than the average distance between neighboring cross-links. Note that the equilibrium properties of the coarse-grained model of a square polymer network have been considered in ref. [1].

Every cell of a coarse-grained network model is marked by a two-component index \( \Omega = (\alpha, \beta) \) (Fig. 2). It is assumed that the two-dimensional network consists of \( N \) junctions along each network direction, the total number of square cells in the network is equal to \( N^2 \). The equation of motion of a junction of the coarse-grained network model is given by:

\[
\frac{d}{dt}X(a, \beta; t) + K[4X(a, \beta; t) - X(a + 1, \beta; t) - X(a - 1, \beta; t) - X(a, \beta + 1; t) - X(a, \beta - 1; t)] = F_{\text{tr}} \tag{23}
\]

where \( X(a, \beta; t) \) is the \( \chi \) projection of the position vector of a network junction \( \Omega = (a, \beta) \), and \( F_{\text{tr}} \) is the stochastic Brownian force.\(^{[1]}\) As in the previous Section, the normal mode treatment will be used to obtain the solutions of equations of motion of network junctions (Eq. (23)). We shall construct the transformation from Cartesian coordinates of network junctions to normal modes \( Q \) in the following form:

\[
X(a, \beta; t) = \sum_{\theta} \left( (A_1 \sin a\theta_1 + B_1 \cos a\theta_1) \times (A_2 \sin b\theta_2 + B_2 \cos b\theta_2) \right) Q(\theta_1, \theta_2; t) \tag{24}
\]

where \( A_1, A_2, B_1 \), and \( B_2 \) are numerical constants, \( \vec{d} = (\theta_1, \theta_2) \) is a two-component interchain wave vector determining the phase shift between displacements of neighboring network cells. The substitution of Eq. (24) into Eq. (23) allows us to obtain the equations of motion of normal modes

\[
\mathcal{\zeta} \frac{d}{dt}Q(t) + 2K(2 - \cos \theta_1 - \cos \theta_2)Q(t) = F_{\text{tr}} \tag{25}
\]

and, therefore, the set of relaxation times of a two-dimensional coarse-grained network model

\[
\tau(\theta_1, \theta_2) = \frac{\mathcal{\zeta}}{2K(2 - \cos \theta_1 - \cos \theta_2)} \tag{26}
\]

As in the case of a network consisting of multisegmental Gaussian chains, one can also use the periodic boundary conditions for the coarse-grained network model considered. Then, the equations of motion of boundary junctions along the \( \alpha \) direction of a square network take the form

\[
\mathcal{\zeta} \frac{d}{dt}X(1, \beta; t) + K[4X(1, \beta; t) - X(2, \beta; t) - X(N, \beta; t) - X(1, \beta + 1; t) - X(1, \beta - 1; t)] = F_{\text{tr}} \tag{27a}
\]

\[
\mathcal{\zeta} \frac{d}{dt}X(N, \beta; t) + K[4X(N, \beta; t) - X(N - 1, \beta; t) - X(1, \beta; t) - X(1, \beta + 1; t) - X(1, \beta - 1; t)] = F_{\text{tr}} \tag{27b}
\]

The equations of motions of boundary junctions along the \( \beta \) network direction have a similar form. The combined consideration of these periodic boundary conditions and the normal mode transformation (Eq. (24)) allows us to obtain a set of interchain wave vectors \( \vec{d} = (\theta_1, \theta_2) \), which is found to be the same as for the network of multisegmental Gaussian chains (see Eq. (7)). The corresponding relaxation times of a coarse-grained network model are determined by Eq. (26) and range from a minimum relaxation time \( \tau_{\text{min}} = \sqrt{8K} \) (see Eq. (26) at \( \vec{d} = (\pi, \pi) \)) to infinity for the infinitely large network. Note that the characteristic relaxation time \( \tau_{\text{min}} \) of a coarse-grained network model has an order of magnitude equal to the relaxation time of a chain between cross-links.

In the same way as in the previous Section, with the use of Eq. (24), (27) and the condition of diagonalization of potential energy one can obtain the final expression for the transformation from Cartesian coordinates of network junctions to normal modes

\[
X(a, \beta; t) = \frac{2}{N^2} \sum_{\theta_1} \cos(a\theta_1 - \pi/4) \cos(\beta\theta_2 - \pi/4)Q(\theta_1, \theta_2; t) \tag{28}
\]

where the interchain wave vector \( \vec{d} = (\theta_1, \theta_2) \) is given by Eq. (7). The normal mode transformation obtained is orthogonal because it represents the rotation of Cartesian axes only. It should be noted that this transformation is not unique. For example, one can obtain the normal mode transformation in a form similar to that for the junctions of a network consisting of multisegmental Gaussian chains (see Eq. (22)), namely,
\[ X(\alpha, \beta; t) = \frac{1}{N} \sum_{\varphi} \exp[i(\alpha \theta_1 + \beta \theta_2)] Q(\theta; t) \] (29)

In Part 2 of this series we shall use the normal mode transformation obtained to calculate local dynamic characteristics of the coarse-grained model of a two-dimensional regular network.

4. Conclusion

To sum up, we obtained a set of relaxation times and a normal mode transformation for a two-dimensional regular network consisting of multisegmental Gaussian chains and for a simplified coarse-grained network model as well. In a following paper the local dynamic characteristics of both dynamic network models will be calculated using these normal mode transformations. A comparison between the network of multisegmental chains and the boundary conditions in the junction (Eq. (8)) gives the following system of algebraic equations:

\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \]  
\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \] (33)

Such a form for these terms is valid for all values of \( \theta_1 \) and \( \theta_2 \) (see Eq. (10)) with the exception of wave vector \( \varphi_1 \) because \( \sin(n+1) \varphi_1 = 0 \) (see Eq. (11)). The substitution of Eq. (32) into Eq. (4a) gives the following terms in the normal mode transformation for \( X_{p}(\alpha, \beta; j; t) \):

\[ A_1 = B \frac{\exp(i \theta_1) - \cos(n+1) \varphi_1}{\sin(n+1) \varphi_1} \] (32a)

\[ A_2 = B \frac{\exp(i \theta_1) - \cos(n+1) \varphi_1}{\sin(n+1) \varphi_1} \] (32b)

The existence in the network system considered as two independent sets of wave vectors \( \varphi_1 \) and \( \varphi_2 \) (Eq. (12) and (13)) leads to the appearance of two sets of normal coordinates \( Q_1(\varphi_1; \theta_1; t) \) and \( Q_2(\varphi_2; \theta_1; t) \). If \( \sin(n+1) \varphi_1 \neq 0 \), Eq. (31b) and (31c) give the following relations:

\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \]  
\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \] (34)

If \( \sin(n+1) \varphi_1 = 0 \) and \( B = 0 \), Eq. (31) leads to the relation:

\[ A_1 [1 - \exp(-i \theta_1) \cos(n+1) \varphi_1] + A_2 [1 - \exp(-i \theta_2) \cos(n+1) \varphi_1] = 0 \] (35)

This relation corresponds to normal modes \( Q_2(\varphi_2; \theta_1; t) \) and may be rewritten in the form:

\[ A_1 = \frac{C}{1 - \exp(-i \theta_1) \cos(n+1) \varphi_1} \] (36a)

\[ A_2 = \frac{C}{1 - \exp(-i \theta_2) \cos(n+1) \varphi_1} \] (36b)

Substituting Eq. (36) into normal mode transformation of a non-junction bead (Eq. (4a)), we obtain the following terms for \( X_{p}(\alpha, \beta; j; t) \):

\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \]  
\[ B \sum_{n=1}^{\infty} \sum_{\varphi_1} \exp[i(\alpha \theta_1 + \beta \theta_2)] \]  
\[ \times \exp(i \theta_2) \sin j \varphi_1 + \sin(n+1-j) \varphi_1 \frac{Q_1(\theta_1, \theta_2; \varphi_1; t)}{\sin(n+1) \varphi_1} \] (36c)
\[
\sum_{\bar{\theta}} \sum_{w_2} \frac{C(-1)^n \exp(ia \theta_1 + \beta \theta_2)}{1 - \cos(n + 1) \psi_2 \exp(-i \theta_2)} \exp(-i Q_1) Q_1(\theta_1, \theta_2; \psi_2; t) \tag{37}
\]

Such a form of these terms holds only if the denominator in Eq. (37) does not equal zero. It is obvious that Eq. (37) is valid for wave vectors \( w_2 = w_2^{(9)} \) (see Eq. (20a)). For \( w_2 = w_2^{(9)} \) (see Eq. (20b)) the terms given by Eq. (37) have the singularity at \( \theta_1 = 0 \) and \( \theta_2 = 0 \). To obtain the contribution of such terms into normal mode transformation, it is necessary to use Eq. (35) directly. Then the following terms for \( X_1(a, \beta; j; t) \) are obtained:

\[
\sum_{\bar{\theta} \neq 0} \sum_{w_2} A_1 \exp(i \beta \theta_2) \sin j \psi_2^{(n)} Q_1(0, \theta_2; \psi_2^{(n)}; t) \tag{38a}
\]

\[
\sum_{w_2} A_1 \sin j \psi_2^{(n)} Q_1(0, 0; \psi_2^{(n)}; t) \tag{38b}
\]

and for \( X_2(a, \beta; j; t) \):

\[
\sum_{\bar{\theta} \neq 0} \sum_{w_2} A_2 \exp(i a \theta_1) \sin j \psi_2^{(n)} Q_1(\theta_1, 0; \psi_2^{(n)}; t) \tag{39a}
\]

\[
\sum_{w_2} A_2 \sin j \psi_2^{(n)} Q_1(0, 0; \psi_2^{(n)}; t) \tag{39b}
\]

It should be especially emphasized that all coefficients \( A_1, A_2, A, A, B, \) and \( C \) in Eq. (33), (34), (37), (38), and (39) may be the numerical constants as well as the functions of wave vectors \( \bar{\theta} \) and \( \psi \). Finally, to obtain these coefficients it is necessary to use the conditions of diagonalization the potential energy and dissipation function of a two-dimensional polymer network (Eq. (17) and (18)). Just after the use of these conditions concerning transformation to diagonal form the function \( f(\bar{\theta}; \psi_2) \) (see Eq. (21)) appears in the final expressions for normal mode transformation (Eq. (19)).