Thermal properties of bulk polyimides: insights from computer modeling versus experiment
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Due to the great importance for many industrial applications it is crucial from the point of view of theoretical description to reproduce thermal properties of thermoplastic polyimides as accurate as possible in order to establish "chemical structure–physical properties" relationships of new materials. In this paper we employ differential scanning calorimetry, dilatometry, and atomistic molecular dynamics (MD) simulations to explore whether the state-of-the-art computer modeling can serve as a precise tool for probing thermal properties of polyimides with highly polar groups. For this purpose the polyimide R–BAPS based on dianhydride 1,3-bis(3',4'-dicarboxyphenoxy)benzene (dianhydride R) and diamine 4,4'-bis(4'-aminophenoxy)biphenyl sulphone (diamine BAPS) was synthesized and extensively studied. Overall, our findings show that the widely used glass-transition temperature \( T_g \) evaluated from MD simulations should be employed with great caution for verification of the polyimide computational models against experimental data: in addition to the well-known impact of the cooling rate on the glass-transition temperature, correct definition of \( T_g \) requires cooling that starts from very high temperatures (no less than 800 K for considered polyimides) and accurate evaluation of the appropriate cooling rate, otherwise the errors in the measured values of \( T_g \) become undefined. In contrast to the glass-transition temperature, the volumetric coefficient of thermal expansion (CTE) does not depend on the cooling rate in the low-temperature domain \((T < T_g)\) so that comparison of computational and experimental values of CTE provides a much safer way for proper validation of the theoretical model when electrostatic interactions are taken into account explicitly. Remarkably, this conclusion is most likely of generic nature: we show that it also holds for the commercial polyimide EXTEM™, another polyimide with a similar chemical structure.

Introduction

Computer-aided design is often considered nowadays as a means for development of novel materials with pre-defined characteristics. A starting point for such design is the availability of high-quality computational models that are extensively verified against experimental data. In other words, to develop new materials in silico one has to reproduce first the properties of existing ones.

In this study we focus on thermoplastic polyimides, an important class of heat-resistant polymers, which can be used for numerous industrial applications including manufacturing of composite materials for the airspace industry. Because of their importance, the polyimides have extensively been studied experimentally;\textsuperscript{3–4} they have also been a subject of many computational studies.\textsuperscript{5–29} Most of the computational studies addressed the transport properties of PIs\textsuperscript{1–22,24,25} via probing the diffusion of small molecules through polyimide membranes. We note however that great attention to thermoplastic polyimide-based materials has been attracted largely due to their excellent heat-resistant properties.\textsuperscript{1} It is therefore crucial for any computational model of polyimides to reproduce polyimide's thermal properties as accurate as possible.

The problem of the correct determination of thermal properties from computer simulations exists for virtually all glass-forming heterocyclic polymers. Overall, atomistic computer modeling of polymers in bulk is a well-developed area; see e.g. ref. [30–32] for an overview. By far most computational studies have focused mainly on polymers with a relatively simple chemical structure such as polyethylene and polystyrene;\textsuperscript{13,14} polyimides have been studied to a considerably lesser extent. The protocol for evaluating thermal properties with the use of computer simulations is similar for the majority of polymers studied. First, an equilibrated polymer sample is prepared
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through simulation of the system at elevated temperatures that are well above the glass-transition temperature. The equilibrated sample is then cooled down until the room temperature has been reached and the thermal properties (such as the glass transition temperature, \( T_g \), which exceeds significantly room temperature in the case of polyimides) are calculated.\textsuperscript{21–23,25,27,28,30,35–40} However, the subsequent comparison of the calculated values of \( T_g \) with experimental data is not straightforward due to an enormous difference (up to 10–15 orders of magnitude) in the cooling rates employed in computer simulations and experiments.\textsuperscript{21–23,25,27,28,30,37,40} Computer modeling normally overestimates the glass-transition temperature due to extremely high cooling rates because of which one should employ some empirical logarithmic corrections before making a comparison with the experiment.\textsuperscript{29,36,39,43} Unfortunately, such corrections are polymer-specific; extracting the corresponding dependence of the glass-transition temperature on the cooling rate requires extensive simulation efforts: to get just a few data points on the logarithmic “\( T_g \) – cooling rate” curve implies an increase in the required simulation time by several orders of magnitude.

In this paper we employ differential scanning calorimetry (DSC), dilatometry, and atomic-scale molecular-dynamics (MD) simulations to explore whether the state-of-the-art computer modeling can serve as a precise tool for probing thermal properties of polyimides. For our study the polyimide R–BAPS (based on R dianhydride 1,3-bis(3’,4-dicarboxyphenoxy)benzene and diamine BAPS 4,4’-bis(4’-amino phenoxy)biphenyl sulphone) was synthesized, see Fig. 1 for the chemical structure of its monomer unit. From the point of view of theoretical description the atomistic computer modeling of this polyimide is challenging: due to an oxidized sulphone group in its monomer unit the partial atomic charges of the polymer are far from zero and cannot be neglected. This is in contrast to e.g. polystyrene that has rather small and therefore negligible partial charges. The presence of strong intermolecular electrostatic interactions considerably slows down local dynamics of a polymer in the bulk, so proper equilibration of the polymer sample can require enormous computational efforts. Furthermore, modification of a polyimide diamine fragment by adding such polar groups leads to significant improvement of its thermal properties as is seen from experiments.\textsuperscript{3,4,6,10,42}

Overall, our results indicate that the glass-transition temperature \( T_g \) evaluated from computer modeling should be used with caution for verification of the computational model of a bulk polymer against experimental data, especially for the systems in which electrostatic interactions play a crucial role. The main reason for this conclusion is that the slope of the density–temperature curve in the high-temperature domain (\( T > T_g \)) may be very sensitive to the cooling rates accessible for simulations, making additional errors in the evaluation of \( T_g \) undefined. In contrast to the glass-transition temperature, the volumetric thermal expansion coefficient (CTE) does not depend on the cooling rate at the temperatures \( T < T_g \). Therefore, to validate the theoretical model the CTE would be much more preferable. Remarkably, this conclusion is also confirmed for the commercial polyimide EXTEM™, another polyimide with a sulphone group in the monomer unit, see Fig. 1.

**Methods**

**Experimental methods**

Polyamic acid (PAA) was obtained by polycondensation of 1,3-bis(3’,4-dicarboxyphenoxy)benzene (R) and 4,4’-bis(4’-amino phenoxy)diphenylsulphone (BAPS) in 20 wt% solution of \( N \)-methyl-2-pyrrolidone (NMP) at 25 °C. Diamine BAPS was supplied by Wakayama Seika Co., Ltd. (Japan).

A series of polyimides with different molecular weights was synthesized by controlling the ratio of monomers to the endcapper (phthalic anhydride PA). Molecular-weight control was promoted through stoichiometric offset of the monomers (dianhydride, diamine and phthalic anhydride) according to the Carothers relationship. The polyamic acids (R–BAPS–PA) were converted to their respective polyimides by using solution imidization techniques. An azetropic liquid, toluene, was added to PAA solution to achieve 80/20 ratio of NMP to toluene, and stirred at about 180 °C in a nitrogen atmosphere. After about five hours of the azetropic distillation of by-product water, yellow-brown highly viscous solution of PI with PA end groups is obtained. After cooling down to room temperature the PI solution is diluted with NMP, added slowly into the vessel with alcohol and stirred vigorously. The produced white powder was filtered, washed with water, and dried in a vacuum oven at
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**Fig. 1**  The chemical structure of monomer units of polyimides R–BAPS and EXTEM™.
been performed to estimate the glass-transition temperature via the characteristic absorption peaks at 1780 cm$^{-1}$, 1720 cm$^{-1}$, 1380 cm$^{-1}$, and 725 cm$^{-1}$ that are typical for aromatic PIs.

Polymer molecular weights $M_n$ have been determined by size-exclusion chromatography (SEC) in DMF at a flow rate of 1.0 mL min$^{-1}$ and at temperature $T = 40$ °C. The system was comprised of a Waters 515 HPLC pump, a Waters 2410 RI detector, a Waters 2457 Dual I absorbance detector, a column oven, and a PolymerLabs PLgel 5 mm MIXED-C 300 × 7.5 mm column. The column was calibrated with a series of narrow molecular-weight distribution poly(methyl methacrylate)s using PolymerLabs standards.

Differential scanning calorimetry (DSC) measurements have been performed to estimate the glass-transition temperature $T_g$ of the series of polyimides with different molecular weights by using 3–6 mg samples contained in a platinum crucible with a heating velocity of 10 °C min$^{-1}$ in a nitrogen atmosphere.

To measure the coefficient of linear thermal expansion, CLTE, the cylindrical sample of the R–BAPS polyimide with the maximal value of $M_n$ has been prepared by hot pressing of R–BAPS powder at $T = 300$ °C with the use of a compressive pressure of 600 MPa. The sample was subsequently cooled down to room temperature in the press-mould under the same pressure. The diameter and the height of the sample amounted to 10 and 30 mm, respectively. In order to dissipate the residual mechanical stress the sample was annealed by heating up to 205 °C in the unloaded state.

To control the quality of the polyimide sample, the density of the material has been refined by the floatation method. The mixtures of toluene and carbon tetrachloride were used for this test. The obtained value of the density, 1.365 ± 0.002 g cm$^{-3}$, was in agreement with that measured in previous studies.$^4$

The CLTE measurements have been carried out by linear dilatometry using a TMA Q400 (TA Instruments, USA) thermomechanical analyzer. The cylindrical sample was heated from 20 °C to 205 °C with a heating rate of 5 deg min$^{-1}$; a small, ~120 Pa, constant compressive load was applied to the flat ends of the sample. During the CLTE tests the changes in the sample length due to temperature variation were monitored. In the case of isotropic samples, the temperature dependence of the volumetric coefficient of temperature expansion, CTE, was simply recalculated from the experimental values of CLTE (CTE = 3 × CLTE).

**Computer simulation methods**

Bulk samples of heat-resistant polyimides R–BAPS and EXTEM$^\text{TM}$, Fig. 1, have been studied through atomic-scale molecular-dynamics (MD) simulations. Both polymer systems are comprised of 27 polyimide chains. Each R–BAPS chain consists of eight monomer units; such chains are shown to be long enough to eliminate the influence of the molecular weight of chains on the thermal properties of samples (see next section). In turn, each EXTEM$^\text{TM}$ chain consists of nine monomer units, ensuring that the molecular weights of R–BAPS and EXTEM$^\text{TM}$ chains are approximately the same. The total number of atoms in the polyimide samples was around 18 400 (for R–BAPS) or 20 000 (for EXTEM$^\text{TM}$).

The atomic force-field GROMOS96 (ref. 43) was used for both R–BAPS and EXTEM$^\text{TM}$ polyimides. To evaluate partial charges the Firefly package$^{44}$ was used to perform the Hartree–Fock (HF) calculations on a polyimide monomer unit at the 6-31G* level, the charges were assigned by the Mulliken method.$^{45}$ We note that both R–BAPS and EXTEM$^\text{TM}$ monomer units have relatively large partial charges due to the presence of sulphone groups. The Lennard-Jones interactions were cut off at 1 nm. The particle-mesh Ewald method was used to handle the long-range electrostatic interactions.$^{45,46}$ All bond lengths were kept constant with the LINCS algorithm.$^{47}$ The simulations were performed in the Npt ensemble. The Berendsen thermostat and barostat were employed to control the temperature and pressure, respectively.$^{48}$ The time step was set to 2 fs. Energy conservation was confirmed through additional short simulations in the NVE ensemble. All simulations were performed with the use of the GROMACS simulation suite$^{49,50}$ on the Lomonosov super-computer (computational facilities of Moscow State University, 38-th place in top-100 world ranking). Typical simulation runs employ 48 CPU cores. The total simulated time exceeded 25 microseconds which corresponded to about 480 000 CPU-hours (approx. 55 CPU-years).

To generate initial polymer melt samples different methods have been reported in the literature, which include various Monte-Carlo schemes, coarse-grained approaches with follow-up reverse-mapping procedures and direct simulations of polymerization reactions.$^{51-54}$ However, for heterocyclic polyamides some of these protocols$^{8,12,21}$ may produce various artifacts related to concatenation of phenyl rings and side groups and require generation of initial structures at very low densities (around 10% of the target values) and subsequent compression at extremely high pressure (several tens of thousands of bars). An atomistic single-chain sampling generation procedure that combines pivot Monte Carlo moves for rotatable torsions and standard MD algorithms to explore various oscillatory modes of chains has been developed in ref. [20]; the method allows one to generate equilibrium melt structures at given temperature. However, in all the approaches mentioned it is the density which is used to monitor the system equilibration$^{8,12,15,21,25}$ which may be inaccurate as shown in our previous work.$^{42}$

In this study preparation of a polyimide sample was performed at an elevated temperature ($T = 600$ K) and followed closely by a two-step procedure described in detail in the preceding publication.$^{42}$ Briefly, the basic idea was to decrease (by about two orders of magnitude) the equilibration time by switching off strong intra- and intermolecular electrostatic interactions in the system. As a first step, after compression (with the maximum value being around 300 bar only) and annealing of an initially “gaseous” polyimide sample, the system was simulated for 3 microseconds with the partial charges switched off. As shown,$^{42,55}$ full equilibration for the polyimide of the chosen molecular weight requires ~1.5 μs. Therefore, first 2 microseconds of simulations were considered as the equilibration period. The third microsecond of MD
simulations was used for preparation of 11 polyimide samples which were taken from the microsecond MD trajectory every 100 ns. As a second step of the procedure, the partial charges were switched on and each sample with full electrostatics was further equilibrated for 100 ns. This time span was shown to be one order of magnitude higher than typical relaxation times in the system under study (the relaxation times of autocorrelation functions for the density of the system and for the end-to-end chain vector were estimated to be less than 10 ns). Therefore, a 100 ns time span is proved to be long enough for proper equilibration after switching electrostatics on.

The prepared sets of samples (both samples with and without partial charges) were used for the investigation of thermal properties. The samples with partial charges switched off were cooled down with five different cooling rates to room temperature. The corresponding density-temperature curves were used then for evaluating the glass transition temperature and the volumetric thermal expansion coefficient; both thermal characteristics were averaged over all the 11 polyimide samples. To get insight into the influence of long-range electrostatic interactions, we chose one of the cooling rates considered and repeated the same measurements of the thermal properties for the polyimide samples with full electrostatics.

Results

The static structure factor

In order to explore the structure of the considered R–BAPS samples at different temperatures with and without electrostatic interactions, we calculated the static structure factor $S(q)$, Fig. 2, in addition to the radius of gyration reported in our recent publication. As can be followed from Fig. 2, switching on the electrostatic interactions does not lead to significant change in the polyimide structure both at low (290 K) and at high (600 K) temperatures. Furthermore, the positions of the pronounced first peak and also of the second peak are very similar to what is expected for other polymers, e.g. polystyrene.

The glass-transition temperature

The glass transition temperature of a series of R–BAPS polyimide samples of various molecular weights was measured by DSC. The results are presented in Fig. 3. It is seen that the glass transition temperature $T_g$ for relatively short chains increases with molecular weight (oligomer-like behavior), while there is no change in the glass transition temperature for longer chains (polymer-like behavior). Such a molecular-weight dependence of $T_g$ can often be described by the well-known Fox–Flory's law:

$$T_g = T_{g0} - K/M_n$$

where $T_{g0}$ is the glass transition temperature of a polymer with infinite molecular weight, $K$ is an empirical parameter and $M_n$ is the number-average molecular weight. Indeed, the experimental data presented in Fig. 3 can be fitted very well with the use of eqn (1) and the following set of parameters: $T_{g0} = 222 \, ^\circ C$ and $K = 80 \, ^\circ C \, kg \, mol^{-1}$. The beginning of the polymer-like behavior can be identified from Fig. 3 as $M_n \sim 6 \, kg \, mol^{-1}$.

In other words, starting from the value of $M_n \sim 6 \, kg \, mol^{-1}$ further increase in the number-average molecular weight of R–BAPS polyimides leads to the increase in $T_g$ by less than 15–18 degrees, which is comparable with typical errors in calculation of $T_g$ from simulation data.

The experimental results for the glass transition temperature of the R–BAPS polyimide can now be used for setting up a
polymer sample to be studied in atomistic computer modeling. To make molecular-dynamics (MD) simulations as efficient as possible one should consider relatively short chains as this speeds up polymer sample equilibration. On the other hand, the polymer chains cannot be too short to eliminate sensitivity of polymer’s thermal properties to the molecular weight. According to Fig. 3, the polymer-like behavior starts at $M_n \approx 6$ kg mol$^{-1}$, because of which we chose the chain length in simulations to be 8 monomer units (this degree of polymerization corresponds to $M_n \approx 6.4$ kg mol$^{-1}$). In addition, with use of the virtual bond model we also estimated that the value of the Kuhn segment for the R–BAPS polyimide is around 1 nm which is close to the Kuhn segment calculated previously by the AM1 method. The calculated value of the Kuhn segment implies that a polyimide chain of 8 monomer units consists of $\sim$18 Kuhn segments and can therefore be considered as a Gaussian chain. This provides further support for the chosen length of R–BAPS chains to be used in simulations and for the polymer-like behavior of the corresponding polymer samples.

For the R–BAPS polyimide of the chosen molecular weight we have performed microsecond atomic-scale molecular dynamics simulations and evaluated the glass transition temperature, see “Computer simulation methods” section for details. To estimate the influence of the cooling rate on the glass transition temperature, 11 well-equilibrated polyimide samples with partial charges switched off were cooled down stepwise from 600 K to 290 K with cooling rates ranging from $1.5 \times 10^{14}$ K min$^{-1}$ (4 ps of MD simulations for each 10 K temperature step) to $1.5 \times 10^{10}$ K min$^{-1}$ (40 ns of MD simulations for each 10 K step, amounting to 1.28 μs of MD simulations for a single sample or to $\sim$14 μs-long simulations for all the samples). The corresponding “density–temperature” curves for different cooling rates are presented in Fig. 4a (all curves were averaged over 11 samples).

The experimental value of the glass transition temperature for the R–BAPS polyimide of the same molecular weight as that in simulations was estimated to be $\sim$210 °C or 483 K, see Fig. 3. As is evident from Fig. 4, the slope of the “density–temperature” curves in the low-temperature domain ($T < T_g$) does not depend on the cooling rate, while the corresponding slope in the high-temperature domain ($T > T_g$) is clearly cooling-rate dependent within the temperature range studied. As the slope of the “density–temperature” curves should not depend on the cooling rate, we conclude that the value of the cooling rate in MD simulations cannot be taken arbitrary: an appropriate value of the cooling rate should be chosen such that the slope of the “density–temperature” curves in the high-temperature domain ($T > T_g$) would be cooling-rate insensitive. The wide range of slopes of the $\rho(T)$ curves in the high-temperature domain may be related to the increase of the vitrification area induced by the combination of polyimide spatial mobility restrictions and extremely high cooling rate.

To verify this we carried out additional extensive simulations at higher temperatures for the systems with electrostatic interactions, with cooling starting from 800 K (all 11 samples were heated from 600 K to 800 K, equilibrated further during 100 ns and after that the electrostatic interactions were switched on) which require the use of smaller simulation time steps, namely, 1 fs, Fig. 4b. For these systems we obtained the $\rho(T)$ dependence
for five cooling rates ($\gamma = 1.5 \times 10^{11}, 7.5 \times 10^{11}, 1.5 \times 10^{12}, 7.5 \times 10^{12}, 1.5 \times 10^{13}$ K min$^{-1}$) and calculated $T_g$ values, Fig. 4b and 5. Smaller cooling rates are computationally too expensive as the electrostatic interactions in the system are handled with the use of the particle-mesh Ewald method, slowing down MD simulations by a factor of 3.$^{45}$

Fig. 4 indicates that for the samples without electrostatic interactions the slope of $\rho(T)$-curves at $T > T_g$ tends to reach saturation when the cooling rate approaches $\gamma = 1.5 \times 10^{10}$ K min$^{-1}$. However, to see whether such saturation is indeed achieved one has to perform the cooling of polyimide samples with an even slower rate of $1.5 \times 10^{9}$ K min$^{-1}$ which is currently not feasible as it requires $\sim 13$ µs of MD simulations for each sample. As we demonstrate below, the dependence of the $\rho(T)$-curves at $T > T_g$ on the cooling rate leads to uncertainty in evaluation of $T_g$.

For the samples with electrostatic interactions the slope of $\rho(T)$-curves at $T > T_g$ are the same in the range 750–800 K at $\gamma = 1.5 \times 10^{11}$ K min$^{-1}$ and $\gamma = 1.5 \times 10^{12}$ K min$^{-1}$, Fig. 4b.

The glass transition temperature was determined from the $\rho(T)$-curves as follows. The linear fit was applied to the $\rho(T)$-curves in the high-temperature domain ($T > T_g$) and in the low-temperature domain ($T < T_g$). The intersection of the two straight lines defined the glass transition temperature. The results are summarized in Fig. 5. In Fig. 5 we plot these values of $T_g$ as a function of the cooling rate $\gamma$. As the cooling rate in MD simulations is several orders of magnitude larger than that in the experiment, the glass transition temperature measured in simulations is also larger. This effect has been well documented in a number of previous studies.$^{25-28}$ As seen from Fig. 5, the $\gamma$-dependence of $T_g$ can be approximated by the logarithmic function of the well-known form$^{39,36,39-41,62}$

$$T_g(\gamma) = T_0 - \frac{B}{\log(A\gamma)},$$

where $A$ and $B$ are polymer-dependent constants and $T_0 = 483$ K is the glass transition temperature at an infinitely slow (i.e. experimental) cooling rate which perfectly corresponds to the experimental value for the same molecular weight (see, Fig. 3). We note that the logarithmic dependence given by eqn (2) was reported in several computational studies, e.g. for amorphous polystyrene melts$^{39}$ where the cooling rate was varied in the range $\gamma = 3 \times 10^{11}$ to $6 \times 10^{13}$ K min$^{-1}$.

Thus, our findings demonstrate that the calculation of $T_g$ should be employed with great caution for verification of the polyimide computational models against experimental data: in addition to the well-known influence of the cooling rate on the glass-transition temperatures, correct definition of $T_g$ in simulation depends not only on the method of calculation$^{63}$ but also requires cooling that starts from very high temperatures (no less than 800 K for considered polyimides) and evaluation of the appropriate cooling rate to make sure that the slope of the “density–temperature” curves in the high-temperature domain is insensitive to the cooling rate, otherwise the errors in the $T_g$ evaluation become undefined.$^{63}$ Taken together, one can conclude that the glass transition temperature is not suitable for verification of computational models against experimental data since extremely high CPU resources are required. As we proceed to show in the next section, measuring the coefficient of thermal expansion of glassy polyimides provides a much more reasonable way to do such a verification.

The density–temperature curves for both polyimide samples with and without partial charges are shown in Fig. 6 (we note that the cooling rate was the same for both systems, $\gamma = 1.5 \times 10^{11}$ K min$^{-1}$). As seen from Fig. 6, switching the partial charges on leads to a remarkable increase in the glass transition temperature: $T_g = 640$ K and $T_g = 459$ K for the samples with and without electrostatic interactions, respectively.

The observed difference in the glass transition temperature can be understood in terms of strong intra- and intermolecular interactions in the system due to the presence of sulphone groups with relatively large partial charges: such interactions partly arrest mobility of the polyimide chains, so that the transition to the glassy state occurs at a higher temperature.$^{38,42}$
The coefficient of thermal expansion

Experimentally, the coefficient of linear thermal expansion, CLTE, was first measured with the use of linear dilatometry, see “Experimental methods” section for details. The temperature dependence of the volumetric coefficient of temperature expansion, CTE, was recalculated then from the CLTE. The experimental results are presented in Table 1.

On the computational side, the volumetric expansion coefficient CTE can be calculated from the dependence of the sample volume (or the mass density) on temperature in the low-temperature domain \((T < T_g)\). At low temperatures the CTE is defined as

\[
\text{CTE} = \frac{1}{V_0} \left( \frac{dV}{dT} \right)_p,
\]

where \(V_0\) is the sample volume at a low temperature and \(\left( \frac{dV}{dT} \right)_p\) is the derivative of volume with respect to temperature at constant pressure. In other words, the CTE is defined by the slope of \(V(T)\)-curves at \(T < T_g\). As demonstrated in the previous section, the slope of \(\rho(T)\)-curves (and correspondingly \(V(T)\)-curves) does not depend on the cooling rate in the low-temperature domain, see Fig. 4. Therefore, one can expect that CTE would be a much more reasonable characteristic for comparison with the experiment as compared to the glass transition temperature.

The dependence of the R–BAPS sample volume and of the CTE on temperature is shown in Fig. 7a for the samples with and without partial charges; the cooling rate was set to \(\gamma = 1.5 \times 10^{11} \text{ K min}^{-1}\). The average values of the thermal expansion coefficient are given in Table 1 for both experiment and computer simulations; the averaging was done over a rather narrow range of temperatures \((370–410 \text{ K})\). It is seen that the computational value of CTE for the R–BAPS samples with full electrostatics is in very good agreement with experimental data, while the value of CTE for the samples with partial charges switched off is considerably overestimated, see Table 1. This is one of the key results of the present study. First of all, the excellent agreement with experiment verifies our computational R–BAPS polyimide model in general and its partial charges in particular. Second, our findings stress a crucial role of electrostatic interactions in thermal properties of heat-resistant polyimides with sulphone groups in their monomer units: setting the partial charges to zero leads to essentially incorrect theoretical predictions for the volumetric thermal expansion coefficient, see Table 1.

Remarkably, both conclusions are most likely of generic nature. To check this we repeated our simulations and CTE calculations for the commercial heat-resistant polyimide EXTEM™, another representative of polyimides with sulphone
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**Fig. 8** Snapshot of an equilibrated configuration (after 1.5 μs of atomistic MD simulations) of a nanocomposite based on an R–BAPS polyimide and a single-wall carbon nanotube (colored by blue).

**Fig. 7** The sample volume as a function of temperature in the low-temperature domain \((T < T_g)\) for (a) R–BAPS and (b) EXTEM™ polyimide samples with and without electrostatic interactions (in both cases the cooling rate was set to \(\gamma = 1.5 \times 10^{11} \text{ K min}^{-1}\)).
groups in the backbone, see Fig. 1 and “Computer simulation methods” section for the chemical structure of the monomer unit of EXTEM™ and for the details of simulations. The corresponding dependence of the EXTEM™ sample volume on temperature and the average values of CTE are presented in Fig. 7b and Table 1, respectively. Again, one can witness very good agreement between the results of MD simulations and of the experiment when the electrostatic interactions in the system are properly accounted for.

The polyimide’s computational model validated extensively in this study along with developed simulation protocols is very promising for follow-up studies of thermoplastic nanocomposite materials. As an illustration of our ongoing simulation studies, in Fig. 8 we show a snapshot of a well-equilibrated composite sample based on the R–BAPS polyimide with a single-wall carbon nanotube as a filler. The results of these studies will be reported in our forthcoming publications.

Conclusions

Polyimides represent a very important class of industrial polymer materials mostly due to their excellent heat-resistant properties. Therefore, theoretical models developed for polyimides have to reproduce their thermal properties as accurate as possible. In this study we employ a combination of experimental and computer modeling methods to identify a thermal characteristic to be preferably used for calibrating computational models via comparison with experimental data. For this purpose we chose R–BAPS, a polyimide with an oxidized sulphone group in the monomer unit. The presence of the sulphone group makes atomic-scale molecular dynamics simulations of the R–BAPS polyimide particularly challenging as polyimide’s partial charges are substantial and cannot be neglected.

Despite the fact that the glass transition temperature, \( T_g \), is widely used for verification of theoretical models of glassy polymers, our findings clearly demonstrate that one should be careful to employ it for validation of MD simulations of polyimides. The main reason for that is in dramatic difference (up to 10 orders of magnitude) in cooling rates used in simulations and experiments, resulting in cooling-rate sensitivity of the computational value of \( T_g \). What is more, the slope of the “density–temperature” curves in the high-temperature domain \( (T > T_g) \) may also depend on the cooling rate making errors in the evaluation of undefined \( T_g \). Moreover, the temperature of glass transition may depend on the method of its evaluation. Therefore, when using the glass transition temperature for comparison of simulation results with experimental data, one has to make sure first that the slope of \( \rho(T) \)-curves is not cooling-rate dependent. We would like to mention another possible way for calculating the glass transition temperature of a polymer that does not involve cooling down with a pre-defined thermal routine. A typical representative of such methods is direct Monte Carlo simulations with a progressive decrease of temperature, which allows us to achieve system equilibration at any given \( T \). In this case the calculated values of \( T_g \) correspond to an infinitely slow cooling rate; we plan to carry out such simulations in our forthcoming studies.

As an alternative to the glass transition temperature, we propose to use the coefficient of thermal expansion, CTE, for verification of computational models. This quantity is determined by the slope of the “volume–temperature” curve in the low-temperature domain \( (T < T_g) \); the slope was shown to be insensitive to the cooling rate which allows us to overcome the cooling-rate related issues typical for the glass transition temperature. Indeed, our results for the coefficient of thermal expansion, being cooling-rate independent, agree very well with experimental data, verifying thereby the computational model developed for the R–BAPS polyimide.

Finally, we also demonstrated that partial charges are essential for a proper description of the R–BAPS polyimide: switching the charges off resulted in disagreement with experimental data on the coefficient of thermal expansion. This conclusion is most likely of generic nature and should hold for other polyimides with a similar chemical structure. In particular, we confirmed it for the commercial polyimide EXTEM™, another representative of polyimides with oxidized sulphone groups in the backbone.
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